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Al Programme -

Phase I: exploration Phase II: Al/ML framework
and first guidance development consolidation

2019 2020 2021 2022 2024 2025 2026 2027 2028

EASA Al Roadmap 2.0 (May 2023)

Extension of technical scope:

‘] *Reinforcement Learning
eSymbolic /Hybrid Al

Al Concept Paper Issue 02

Learning Assurance
& Al Explainability

f the EASA Al Roadmap

Update timeline

eUpdate current action plan
eAdd ATM domain timeline

Human-Al Teaming

Publisheq for Consultation
on 24th February 2023
(for1o0 wWeeks)
httgs:([easa.euroga. eu/ai

Ethics-based
assessment

Anticipate consolidation phase Il

v/7*Develop RulemakingPlan
e Anticipateimpactonall domains

ESEASA


https://easa.europa.eu/ai

EASA guidance for Level 1&2 Al applications

Safety & Security

Assessments i‘ BEBEASA Trustworthy Al building blocks

Learning assurance (C.3.1)
Development/post-ops
explainability (C.3.2)

Operational explainability (C.4.1)

Al
Trustworthiness
Analysis

Characterisation of Al
(€:2.1)

Safety Assessment
(€2.2)

Human Al teaming (C.4.2) \. -
EITIETEER \ | Human-centric

n Information Security

B ethical Guidelines Assesament (c22) 8 guidance scope
N

Ethics-based l— T "W "W T y

Assessment (C.2.4)

Accountability

Technical robustness and safety

Oversight

Privacy and data governance

Non discrimination and fairness

Transparency

Societal and environmental
well being




The classification scheme - “Levels of Al”

Function allocated to the system to contribute to Authority of the
the high-level task end user

Level 1A Automation support to information acquisition Full % Ad d | n g an | nte rm ed | a te
Human - Automation support to information analysis Full | I 2A
augmentation eve
Level 1B Automation support to decision-making Full .
Human (HAI cooperation)
assistance
Level 2A Overseen and overridable automatic decision Full
Human-Al Overseen and overridable automatic action [ Full .
C00peration  implementation — Introduction of
Level 2B Overseen and overridable automatic decision Partial

consideration on the
authority of the end-

Human-Al

. Overseen and overridable automatic action § Partial
collaboration

implementation

Level 3A Supervised automatic decision Upon alerting

Supervised Supervised automatic action implementation Upon alerting u S e r
advanced

automation

Level 3B Non-supervised automatic decision Not applicable

::Jtonomous Non-supervised automatic action implementation Not applicable

ESEASA




Human Al Teaming — concept overview

{ LEVEL 2 - HUMAN-AI TEAMING

{ LEVEL 2A J (
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Collaboration

Dynamic task
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Pre-defined task
allocation
scheme

[ helps end-user A
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own objective )

[ Informative feedback ]

Communication not
paramount

[ Enhanced support ]
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Exercising the Al Guidance with use cases

-y - i;
EUROCONTROL DLR
~ Use Cases q EUROPEAN

DEFENCE
AGENCY
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2. Golli
Agrolggace @ AIRBUS
THALES DE=L

.EASA Al/ML Guidance

SESAR 3 projects

Horizon Europe
MLEAP (Machine
Learning Application
Approval)

@AlRBus
ZEASA LN= pumalis
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